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Artificial Intelligence (Al) Definition and Dissemination

= Al definition:
® https://en.wikipedia.org/wiki/Artificial intelligence

Artificial intelligence (Al) is intelligence demonstrated
by machines, as opposed to the natural
intelligence displayed by animals including humans. Al
research has been defined as the field of study
of intelligent agents, which refers to any system that
perceives its environment and takes actions that
maximize its chance of achieving its goals.

Google artificial intelligence

Al () Images [E News [ Vidg

About 869,000,000 results (0.70 seconds)

@ Artificial Intelligence ® AT fE @ Inteligencia Artificial @ Intelligence Artificielle ® A T1&E

verage

M e — —M

Analysis of queries on the Google search engine for the keyword "Artificial Intelligence" in English, Chinese,
Spanish/Portuguese, French and Japanese between August 2009 and August 2019 via the Google Trends tool*.

https://ec.europa.eu/futurium/en/system/files/ged/vincent-pedemonte_ai-for-sustainability 0.pdf
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https://en.wikipedia.org/wiki/Artificial_intelligence
https://ec.europa.eu/futurium/en/system/files/ged/vincent-pedemonte_ai-for-sustainability_0.pdf
https://en.wikipedia.org/wiki/Intelligence
https://en.wikipedia.org/wiki/Machine
https://en.wikipedia.org/wiki/Animal_cognition
https://en.wikipedia.org/wiki/Human_intelligence
https://en.wikipedia.org/wiki/Intelligent_agent

Applications Considerations

How Artificial Intelligence (Al) intercepts the 17 SDG of UN

= Climate modelling

The Sustainable Development Goals (SDGs) were
set in 2015 by the international community as part of
the UN 2030 Agenda for Sustainable Development

Data center electricity

Environment & Natural Resourcas
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inclusive development solutions, ensure everyone’s 2 )’ el
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A https://ec.europa.eu/futurium/en/system/files/ged/vincent-pedemonte_ai-for-sustainability _0.pdf
q
- o 4
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https://ec.europa.eu/futurium/en/system/files/ged/vincent-pedemonte_ai-for-sustainability_0.pdf

THE SELENIA LABORATORY FOR ARTIFICIAL : PO LARIS N NOVATION TOURIAL
INTELLIGENCE % Tecmuca Reviw

The LIA (Laboratorio di Intelligenza Artificiale- sorizons o R
Artificial Intelligence Laboratory) was founded Aomonyi L I
(1985, renamed LTI. Lab information Technology, . '
in 1990) after an idea of Luigi Stringa, at the time
General Director of Selenia. The Lab was
composed by a group of enthusiastic young
researchers selected both in the Company and
from the university. Giovanna Ballaben was the
first Director of that Lab. The LIA mission was to
research in the field of Al with the aim of
understanding the Company's needs and then
transferring the knowledge acquired to the
Divisions in order to provide Al skills within the
products. We believe that a similar mission could
be still valid and applicable.

S~

7\C
© 2022 Leonardo - Societa per azioni



Intelligence in Radar: From “Adaptive” to “Cognitive Radar”. Jumping the technology S-Curves!

A

Adaptivity of waveforms
to improve
detection and tracking

Prof. S. Haykin paradigm:
Performance @)

(in)

(i) _

&)
7

a \ s

NATO SET Panel

Excellence Award for
the RTO LS SET-119
on “Waveform Diversity
for Advanced Radar

1}

7

COGNITIVE RADAR

/ Waveform Design

perception-action cycle for maximizing information gain;
memory for predicting the consequences of actions;
prioritizing the allocation of available resources, and
intelligence for decision-making.

Systems”.

and Diversity (WDD)

Feedback

Adapt|V|ty Of TX Fore ACtiVe Information
and RX Radar [2 aveform
2/ wavetorn RX
/ Hlumination Echoes
Knowledge Based NATO SET on KBS
Radar to Improve Radar: 2003-2006
RX Adaptivity
Adaptivity Theory of Adaptive Radar
clutter and
jammer e [1]
mitigation 1 —_ - 1
| | ! >

[1] L. Brennan and I. Reed, IEEE Trans. on Aerospace And Electronic Systems , Vol. AES-9, No. 2, March 1973.
[2] D. J. Kershaw and R. J. Evans, “Optimal waveform selection for tracking systems”, IEEE Trans. IT, 40, pp. 1536-1550, 1994.
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The Impact of Cognition
on Radar Technology

Edited by
Alfonso Farina, Antonio De Maio and Simon Haykin
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Wide Situation Awareness: Role of Big Data and Measurement of Complexity

The number of 10T (Internet of Things) connections
within the EU28 will increase from approximately 1.8
billion in 2013 (the base year) to almost 6 billion in 2020

Real-time Big Data applications will become increasingly
widespread.

European ICT Market ~ 587 $ Bill, 2014

3D Geographic Network Display, Eick et al., 1996.

“Between the birth of the world and 2003, there

BIG DATA volume-> 35 zettabytes (ZB) by 2020. w were five EJ;HhY’tEE zf information cr:ated.
. e now create five exabytes every two days.”
What is a Zettabyte? et y
; = Eric Schmidt
1,000,000,000,000 gigabytes . . !
1,000,000,000 0 terabytes Executive Chairman,

1,000,000 petabytes Google

© 2022 Leonardo - Societa per azioni



Wide Situation Awareness: Role of Big Data and Measurement of Complexity

Data & Infrastructures:

- Big data—> topology analysis tool - needle in haystack
- Large critical infrastructures & supporting networks

- Civil-military cooperation in integrated networks

- Cyber security

Ubiquitous networks:
- Non-standard characteristics: e.g., probability density function with heavy tails

- Long range dependence in the net, typically arise in cyber security data.
Scale-free

Mathematical tools for network/graphs:

- Signal Processing on Graphs (e.g.: Graph Fourier Transform)

- Data Processing (e.g.: detection of special subgraphs in whole graph)

- Virus spread in networks: interplay of topology and epidemics

- Graph Laplacian - first two eigenvalues > network connectivity

- Adaptive net topology increasing spectral gaps against cyberattack

- Epidemiological/Cyber spreading related to spectral radius A, (A) of
network, i.e. to largest eigenvalue of its adjacency matrix

' Very many nodes
» 2 with only a few links

A few hubs with
PR ¢ large number of links

Number of nodes with k links

Number of links (k)

© 2022 Leonardo - Societa per azioni



Definition of Complexity and Potential Measurements

Current quantitative and quantitative definitions of complexity are ambiguous. Quantitative measures of complexity include:

dKolmogorov complexity - the length of the shortest binary computer program that describes the object.

Cyclomatic complexity = the number of linearly independent control paths of the software program.

UPlecticity (*)-> refers to the ability of a connected set of agents to act synergistically via the connectivity between them.

(*) Murray Gell-Mann, “The Quark and the Jaguar: Adventures in the Simple and the Complex”, 1994.
1969 Nobel Prize in physics for his work on the theory of elementary particles.

One of the Founders of the Santa Fe Institution
WIKIPEDIA
Santa Fe Institute

The Santa Fe Insttute (SFI) 13 an mdependent, nonprofit
theoretical research mstitute located in Santa Fe, New Mexico,
United States and dedicated to the multidisciplinary study of the
fundamental prnnciples of complex adaptive systems, including
physical, computational, biological, and social systems. The
mstitute 15 ranked 24th among the world's "Top Science and
Technology Think Tanks” and 24th among the world's "Best
Transdisciplinary Research Think Tanks” according to the 2020
edifion of the Global Go To Think Tank Index Reports, published
annually by the University of Pennsg,'l'.?ania.m

Greek - plektos

Latin - plexus

\ 4

\ 4

simplex » "once" as in "simple"
Plecticity
complexus —* "together" as in "complex"

© 2022 Leonardo - Societa per azioni




Learning from Connectome of Worms C-elegans

Human Connectome e A : B
too complex to exploit. - '

soitary behaver.

35M<Neurons in the brain<275M

et e Connectome of bat brain. ..
Forest of synthetic.

pyramidal = not known yet
dendrites grown
using Cajal's laws

of neuronal
branching +

https://en.wikipedia.org/wiki/List_of animals
by number_of neurons

- .
[Saisms crygee e poxacrs e Zerams £20 agras wn? Swecny i of 8 retwork of rurorns X o 11 ®
> the envronment POKGuS sl 564 FrerOmOnes SOm Gty wOrmS A COMITON 300K DERIVIr »

Soris i Sermagrrooten -

Connectome of the ‘Caenorhabditis elegans’
worm’s nervous systems
(302 neurons).

The human brain implements
the adaptivity by means of a
complex network of
connections, 60 trillions
(=60x10%%) of synapses,

among about 30 billion
(=30X109) neurons https://www.genome.gov/25520394/online-education-Kkit-
' 1998-genome-of-roundworm-c-elegans-sequenced

https://en.wikipedia.org/wiki/Caenorhabditis_elegans

’Q
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https://www.genome.gov/25520394/online-education-kit-1998-genome-of-roundworm-c-elegans-sequenced
https://en.wikipedia.org/wiki/Caenorhabditis_elegans
https://en.wikipedia.org/wiki/List_of_animals_by_number_of_neurons

Learning from Connectome of Worms C-elegans .

» Free living transparent roundworm Oqﬁ

« About 1 mm length, blind e

« Lives in temperate soill
environments

* Itis the most studied organism in
terms of connectome

https://commons.wikimedia.org/w/index.php?curid=2680458

Study Case Kaiser M, Hilgetag CC (2006), “Non-Optimal Component Placement, but
« 277 neurons Short Processing Paths, due to Long-Distance Projections in Neural
« 2105 connections Systems”, PLoS Computational Biology

« Unweighted adjacency matrix https://www.dynamic-connectome.org/?page_id=25

Mean length shortest path 4.284

Maximum betweenneess centrality 0.1182

NO
Mean betweenneess centrality 0.0094

Plecticity 12.5905

© 2022 Leonardo - Societa per azioni
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https://www.dynamic-connectome.org/?page_id=25

Learning from Connectome of Worms C-elegans
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Learning form Connectome of Worms C-elegans

A GENERIC SYSTEM PERFORMING A SEQUENCE OF TASKS (GSPST)
to assign resources to perform N functions and provide them to M OUtpUtS

System Hubs

' KEY - BOARD '

REQUEST

ACTIVITIES

DISPLAY

|

RADAR CONTROLLER

® MANAGER —+= LIST OF
ACTIVITIES

® SCHEDULER - TIME
TABLE

e REAL TIME
CONTROLLER —»JOBS

CONTROL - LOOP }

1)

DATA PROCESSOR

\
F

JO!

8s

® GENERATION OF BUFFERS
OF DETECTIONS AND
TRACKS

® GENERATION OF NEXT
SEARCH AND TRACK
DWELLS

® GENERATION OF NEW
REQUESTS OF RADAR

ACTIVITIES.

o« o
DETECTIONS

RADAR HARDWARE

ANTENNA, SCAN PATTERN GENERATOR,
TRANSMITTER, WAVEFORM GENERATOR,
SIGNAL PROCESSOR, DATA EXTRACTOR
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Learning form Connectome of Worms C-elegans

Logarithmic scale
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Nodes Edges

2105 12.59
Elegans

GSPST 278 1362 115.13

Higher plecticity of the GSPST due to the centralized nature of the Graph
(Hub nodes play a key role with respect to all the other nodes)

O A
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Learning form Connectome of Worms C-elegans
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LESSON LEARNED FROM NATURE...... “ m
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..... find the blend between distributed and concentrated architectures

Worm C. Elegans
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A pure topological
7 view of the rich club
. network

Towlson EK, Vértes PE, Ahnert SE, Schafer WR, Bullmore ET,

“The Rich Club of the C. elegans Neuronal Connectome”,
Journal of Neuroscience 10 April 2013, 33 (15) 6380-6387
http://www.]neurosci.org/content/33/15/6380

>
Rich club of the C. Elegans nervous system &

(Nodes in yellow are located in the tail and those in red
are located in the head)

Rich club neurons: connector hubs with high betweenness
centrality, and many intermodular connections to nodes in
different modules

Rich club neurons (N=11) comprise almost exclusively the
interneurons of the locomotor circuits, with known functional
importance for coordinate movement

OPPORTUNITIES FOR COGNITIVE RADAR DESIGN

Linking Controllability and Complexity of networks: A. Farina, A. De Maio, S.
Haykin, (Editors), "The impact of Cognition on Radar Technology", Scitech Publishing,
an Imprint of the IET Publisher, 2017. Ch. 10, 10.3.1.1 Linking Controllability and
Complexity of two Notional Networks.

Y. Y. Liu, J. J. Slotine, and A. L. Barabasi, “Controllability of Complex Networks,"
Nature, pp. 167-173, July and October 2011.

© 2022 Leonardo - Societa per azioni
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http://www.jneurosci.org/content/33/15/6380

Learning from Connectome of Dragonfly

FROMa - | =
DRAGON- == k=

© 2022 Leonardo - Societa per azioni

Helping to select an effective

neural network (NN) architecture
for intercept guidance law

| B I BN ™

Evolution built a

small, fast, efficient
neural network in a
dragonfly. Why not

o s m— Fixatica position [ et outr |
s posi Notor ow
defense? = |

Tha model dragonfly reorients inm response to the prey's turning [upper left]. The black circle 1s the dragonfly's
head, hald at its initial positicn. The solic black Iine indicates the direction of the dragonfly's flight: tho dotted
blue limes are the plane of tho model dragonfly's cye. The red star is the pray's position relative to the dragonfly,
with the dotted red line indicating the dragonfly's Line of sight. On the upper right, tho figura shows tha dragonfly
ongaging its proy. Balow arc threo heat maps of the activity pattorns of neurons at the s3amoe moment; the first sot
regresonts the oye, the sccond represents those neurons that spacify which aye nourons to align with the pray’s image,
and the third reprasaents those that cutput motor commands.

Courtesy of IEEE SPECTRUM



Continuing to learn from Nobel Prize laureates in
Neuroscience: few examples.....

https://faculty.washington.edu/chudler/nobel.html

=

Nobel Prize - Neuroscience

i“':;l':lf Name(s) Birth and Death Dates|]  Nationality/Citizenship Field of Study
1906 Golgi, Camillo 7/7/1843 to 1/21/1926 Italian Structure of the Nervous System
Ramon y Cajal, Santiago 5/1/1852 to 10/18/1934 Spanish Structure of the Nervous System
Eccles, Sir John Carew 1/27/1903 to 5/2/1997 Australian Tonic mechanisms of nerve cell membrane
1963 HodgKkin, Sir Alan Lloyd 2/5/1914 to 12/20/1998 British Tonic mechanisms of nerve cell membrane
Huxley, Sir Andrew Fielding 12;?; (';}29 0117 2t0 British Ionic mechanisms of nerve cell membrane

The human brain implements the adaptivity by means of a complex network of
connections, 60 trillions (=60x10"2) of synapses, among about 30 billion (=30x10°)

neurons.
P . —
7~ Weights for the adapti\ﬁy\\ Workin telilale] le of
Recelving | 5 / and learnin N an adaptive system
antenna / N\
. beams / \
In vitro neurons I N

\ Adapted output signal for
\ target detection

Alan L. Hodgkin

dav -
" -2V -Ep)-¢g

i !h(V =By~ Ex”‘ V-£y) Feedback Systems

An Introduction for Scientists and Engineers

Karl Johan Astrém

= Richard M. Murray
Andrew F. Huxley

/
H—"X
‘ ' Axon Version v2.110 (28 Seprember 2012)
Donald Hebb recursion in L . . T
\ * Somal neurobiolagy (1549) o e s e oy i Frdover
/ Wiener-Hopf filter, Howells- edifipns may be purchased from Princaton Univeristy Press,
\{ / Applebaum eq. to determine Tt /ipress princeton. edu/titles 8701 hrml.
the adaptive/learning weights This iptis for personal use arly and may not be
\ in electronic systems reproduced, in whole or in part, without writen consent from the
\ ; 5 publiskber (se hetp:/press. princeson. edu/permissions. himl).
\
=z
| \ Ngdron z
N WN Ve é PRINCETON UNIERSITY PRESS
D d oy N £ PRINCETON AND OXFORD
endrites~~ .~ _ - g
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Continuing to learn from Nobel Prize laureates in
Neuroscience: few examples.....

| Hubel, David Hunter || 2/27/1926 to 9/22/2013 || Canadian, American Citizen || Information processing in the visnal system
1981 || Sperry, Roger Wolcott 18/20/1913 to 4/17/1994 || American | Functions of the right and left hemispheres of the brain
| Wiesel, Torsten N. ” 6/3/1924 to ” Swedish, American Citizen ” Information processing in the visnal system

p6/04/22, 15:43 Turing Award Won by 3 Pioneers in Artificial Intelligence - The New York Times
@l‘lt‘.‘.\fﬂﬂ ﬁorkﬁ';'imcs https://www.nytimes.com/2019/03/27 /technology/turing-award-ai.html

Turing Award Won by 3 Pioneers in Artificial Intelligence

By Cade Metz
March 27, 2019

SAN FRANCISCO — In 2004, Geoffrey Hinton doubled down on his pursuit of a technological idea called a neural network.

It was a way for machines to see the world around them, recognize sounds and even understand natural language. But scientists had
spent more than 50 years working on the concept of neural networks, and machines couldn't really do any of that.

Backed by the Canadian government, Dr. Hinton, a computer science professor at the University of Toronto, organized a new research
community with several academics who also tackled the concept. They included Yann LeCun, a professor at New York University, and
Yoshua Bengio at the University of Montreal.

On Wednesday, the Association for Computing Machinery, the world's largest society of computing professionals, announced that Drs.
Hinton, LeCun and Bengio had won this year’s Turing Award for their work on neural networks. The Turing Award, which was

introduced in 1966, is often called the Nobel Prize of computing, and it includes a $1 million prize, which the three scientists will share. Drs. LeCun and Bengio in 2017 with Dr. Hinton, who created a research program
dedicated to “neural computation and adaptive perception” in 2004. ResWork

Over the past decade, the big idea nurtured by these researchers has reinvented the way technology is built, accelerating the
development of face-recognition services, talking digital assistants, warehouse robots and self-driving cars. Dr. Hinton is now at
Google, and Dr. LeCun works for Facebook. Dr. Bengio has inked deals with IBM and Microsoft.

“What we have seen is nothing short of a paradigm shift in the science,” said Oren Etzioni, the chief executive officer of the Allen
Institute for Artificial Intelligence in Seattle and a prominent voice in the A.I. community. “History turned their way, and I am in awe.”

© 2022 Leonardo - Societa per azioni



Visual comprehension (Convolutional Neural Network)

History

CNN are often compared to the way the brain achieves vision processing in living organisms.@

Receptive fields in the visual cortex

Work by Hubel and Wiesel in the 1950s and 1960s showed that cat visual cortices contain neurons that

individually respond to small regions of the visual field. Provided the eyes are not moving, the region of
visual space within which visual stimuli affect the firing of a single neuron is known as its receptive
field.24] Neighboring cells have similar and overlapping receptive fields. Receptive field size and location
varies systematically across the cortex to form a complete map of visual space. The cortex in each
hemisphere represents the contralateral visual field.

Their 1968 paper identified two basic visual cell types in the brain [10]

= simple cells. whose outputis maximized by straight edges having particular orientations
within their receptive field

= complex cells, which have larger receptive fields, whosp output is insensitive to the exact
position of the edges in the field.

Hubel and Wiesel also proposed a cascading model of these two tvpes of cells for use in pattern recognition

tasks.——~[§,5][24:l

https://en.wikipedia.org/wiki/Convolutional neural network

C3: f. maps 16@10x10
84: f. maps 16@5x5

Ay |-r &
=
|T_

C1: feature maps

INPUT
Ao 6@28x28

Co: layer Fg:layer OUTPUT
120 8a o 10

Full coanection | Gaussian connections
Subsampling Full connection

Convolutions Subsampling Convolutions

Fig. 2. Architecture of LeNet-5, a Convolutional Neural Network, here for digits recognition. Each plane is a feature map, i.e. a set of units
whose weights are constrained to be identical.

https://pythonmachinelearning.pro/introduction-to-convolutional-neural-networks-for-vision-
tasks/

© 2022 Leonardo - Societa per azioni
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Problem description: Al application to C2

= Al promises to improve the speed and accuracy of just about everything from

logistics to battlefield planning and speed in this case is not about the velocity of
an airplane or an ammunition. Speed is about decision making, making the right

decisions first and shortening the Command and Control cycle. From the military

perspective, Artificial
multiplier.

Intelligence can

represent

a

remarkable force

® One of the most challenging requirement relates to provide fast surveillance and
target classification everywhere, at every time, for every domain, with

guaranteed low level of false alarm rate and according to privacy and national—

international regulations

= Targets classification is currently one of the most promising areas of
application of Deep Learning (DL) , since it shares an essential aspect of big
data, i.e. there are a large number of targets detected by the sensors, which
must be assessed in near real time, in order to reduce the necessary operators

and system resources

Function

Description

Time-frame

Notes

Classification

Determination of the type / class of|
the target

Near term

IConventional solutions have shown their limits|
IAI based solutions may provide Dbetter|
[performance

Threat Assessment

Determination of the threat level of a
target

Near term

Need to manage different situations
based on context (e.g. peacetime,
crisis)

Importance of real data for various
situations.

Generation of "Smart" Red
Forces

Traming and Wargaming

Near term

Creation of novel situations.

Analysis / understanding of
the situation and
determination of the action

Situation Awareness and Decision
Support / Making to support the
Human Operator

Medium term

IVery broad class, to be implemented and|
verified on increasingly complex scenarios.

Management / use of
resources

Support to mission planning

Medium term

IProblems with many variables and constraints|
lgenerally solved with heuristic techniques.

Damage/Kill Assessment

Evaluation of damage inflicted to the
enemy

Near term

[Not much real data is available, more work]
should be dedicated towards

reliable automatic solutions.
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Proposed Approach '

= Qur aim is to conceive, implement and test a classification architecture based on DL fully
independent by any type of database

= Deep Learning is the subset of Machine Learning based on multilayered neural networks, which has
triggered this latest revival in Artificial Intelligence. DL is the best realization so far of a computational
model that can address visual pattern recognition and natural language processing and for this reason, the
investigation of DL appears quite natural for the target classification.

Simple Neural Network Deep Learning Neural Network
ARTIFICIAL INTELLIGENCE
A program that can sense,
act, and ada pt f\_/\; 4 u
* Y J\‘ sﬁ " s‘v ‘~5,- :l
MACHINE LEARNING & -.«; 4 Ak ’ 5 .1\,’ e
Algorithms whose performance improve "‘I:"" ‘_.r;u - ‘ - }_1 \.'.Q'.
as they are exposed to more data over time .\‘_)‘.g“‘.: ,'_})" ‘.:?--1':" l-((_.);lﬁ;‘-)ﬁ_}‘v :'\;;:v:::‘. >
A Y TR NI KR Y U i TN
DEEP @ Can® "‘-g’\i {f:-’ai\k D
. Shumd o |‘\: ,-.- .":_-; - b...','--. . ':' -.-_.
Subgetm'l‘nlylgmingm ‘ ~ .:., .‘\. /:.j_x\\j < _./i\--r .'_,_.‘.l\ :" /P ‘ ’
e fon e )f = 'b’ <

@ nout Laye: ) Hidden Layer @ Output Layer
towardsdatascience.com/cousins-of-artificial-intelligence-dda4edc27b55

" The approach with neural networks is influenced by the training methods and dataset composition. A large
amount of data is needed to train the network.
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Proposed Approach '
Neural Network — tools and typology

= To implement and train our neural network we use TensorFlow, a free and open-source software library for dataflow and differentiable programming
across a range of tasks (https://www.tensorflow.org/ ). It is used for machine learning applications such as neural networks

= We have used a high-level TensorFlow APl named ‘Estimator’. Estimators encapsulate the main actions useful to:
O Training a network
O Evaluate the results
O Predict
o Export and distribute

®" The implemented Neural Networks pertain to Multilayer Perceptron (MLP), a class of feedforward artificial Neural Network, that contains an

input layer, a variable number of hidden layers and an output layer. The activation function used in each node is the standard Rectified
Linear Unit (ReLU).

" The first layer contains 4 nodes (Latitude, Longitude, Height and Velocity) for each sensor plot

Input Layer Intermediate Intermediate Intermediate Output Layer
‘// Layer 1 Layer 2 Layer n
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Dataset preparation

Real data

We used data from a 30’ live recording of a Leonardo secondary radar
installed near to a Terminal Maneuvering Area mixed with simulated
tracks of Ballistic Missiles (BMs). 1260 meaningful tracks were extracted
from a live registration of a secondary radar (commercial flights)

Simulated data
= Various trajectories profiles of BMs were simulated during the three
phases: boost, cruise and re-entry.

= The used BMs simulator considers:

one stage ballistic missile.
Three main forces affect the BM motion: thrust, drag and gravity.

Initial parameters:
» Missile diameter, dry mass, fuel mass, thrust, Specific Impulse (ISP).
Other main parameters that act on the rocket in the different flight

phases:
» air density and pressure at current altitude, angle from horizontal

© 2022 Leonardo - Societa per azioni
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Achieved results

Neural network characterization: Six different neural networks have
been implemented varying the number of layers from 2 to 5 and the
nodes of each layer ranging from 10 to 1500.

Type of sensors: two category of sensors have been emulated
pertaining to Long Range class (plot rate 12 sec and detection range
1000km) and Multifunctional class (plot rate 1 sec and detection
range 150km). Ideal Pd (=1) and Pd equal to 0.8 has been
introduced.

Study cases: measurement errors have been emulated using typical
radars values (i.e. range error in the order of 100mt and angle error
around 0.5). The number of plots available for the classification has
been varied from 3 to 10.

Metric: a very simple metric has been used declaring a positive result
if the network has correctly classified the target (Air Breathing Target
(ABT) or BM) and, in case of BM, if the correct Class (170km, 300 km
or 500 km) has been identified.

Errors

Net

Network not optimised

Airline
No |TBM1|TBM2|TBM3| r Perc Model
269 142 o 219 43| 39,97%|60-30-10 <—|
487 71 32 65 25| 71,62%|60-30-10 >
584 10 11 45 30| 85,88%60-30-10 @
270 139 1| 214 49| 40,12%60-30-10 g
635 9 8 11 10| 94,35%|500-300-50 §
645 9 6 8 5/ 95,84%|500-500-300-50 =
643 9 6 9 6| 95,54%|500 500 _300_100_50 3
644 8 6 8 7| 95,69%]|1500-1000-500-250-50)| E
654 4 13 7 4| 95,75%1500-1000-500-250-50 g
655 6 s| 12 4| 95,90%500 500 300 100 50 -
665 6 3 5 3| 97,36%|1500_1500

<:' Network optimised
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Problem description: image processing

= One of the needs that we want to investigate is the recognition and classification
of images taken from a periscope.

" In more complex scenarios, the need arises to recognize multiple ships in the
image

= Tracking in the video from the periscope

" The approach undertaken is based on neural networks which are quite effective in
the classification of images

= For the feasibility study we did not receive real images from submarines and we
were based on datasets available from the internet

<

From open sources
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Dataset preparation
" The starting dataset included 8932 images of different sizes, with low resolution and small dimensions

= The images are classified with the following categories:

Cargo 2120
Tankers 1217
Military 1167
Carrier 916

Cruise 832

Name: ship, dtype: int64

Military

Count of each ship type

Cargo

Carrier

Cruise

Military

Tankers

) : : 750 1000 1250 1500 1750 2000
count

From open sources
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Achieved results (example)

Computational resources

VMWARE Virtual Machine being tested for Leonardo Labs, used via CITRIX

* UBUNTU 18
* GPU NVIDIA
« 8CPU

* 124GB RAM
- HD1TB

Training set generated by modifications of original
images (rotation, flipping, correction...)

Confusion Matrix

Cargo 0.00 0.01 0.01
Military -
E
U Carrier -
=
L=
Cruise A
Tankers 1 009 0.00 0.00 0.00

Cargo Military  Carrier Cruise Tankers
Predicted label

Images used for test: 2680

0.8

06

0.4

- 0.2

0.0
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Problem description: radar clutter cancellation

» The feasibility study aims to explore the possibility of introducing Artificial Intelligence technologies in the radar processing
chain

» The study, in this first phase, was limited to a subset of functionalities of the processing chain, and more particularly to the
Clutter Cancellation function.

» The objective is to demonstrate, through a neural network, the ability to obtain processing performance comparable or

superior to those of the new generation radar.

Supervised end-to-end training (signal with Clutter = signal without Clutter).

600

1?93535.:I5- INPUT Freq 1793535.)“3- S
ENCODER [f-=============
________ Frmmm————
100 - ! I
I
Code I
| " .
50 N I .
@ i
> I " %-
3 ' : 3
5 . h 5
0 - I
a " ‘e.
e -
- " 3
[
-50 . |
[

_______________

Neural Network
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Rationale of the study

» Performance improvement in terms of accuracy and processing times

Reduction of the complexity of the processing chain

>
» High flexibility and scalability on any type of radar

» HW reduction (MTBCF, cost, SWAP, logistics, maintenance)
>

Quick reconfiguration and updating based on new target / clutter models and new customer
requests

» Algorithm update / retraining based on data and operational experience to optimize
performance in terms:

ADC

Clutter rejection
ECCM

Matched
Filtering

MTD

—1—*| CFAR processing | Detection logic r—

Plot formation
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Example of results

Input

Range: 228
Target: 22 dB

Target Speed:

118 m/s
Clutter: 45 dB

Output

Target (ideal)
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Points of criticism of Al

Data + Computing power = Data-Driven algorithms

Though, cannot give up model-based technigues until quality, reliability, stability and reproducibility of data-

driven algorithms can be guaranteed

VvV V V V V

Sz
N~

Learning requirements: amount of data for training and over-tuning to particular datasets
Reproducibility: ensure required performance levels under all operating conditions
Reliability: graceful degradation

Understanding: explain performance levels, network architecture and impact

Rare and unforeseen events: how to simulate «unforeseen» events, how the system responds to such
events (Taleb, N. N. The Black Swan: The Impact of the Highly Improbable. New York, NY: Random
House, 2007.)

How to test hybrid (model-based + data-driven systems): how to test the interaction between different
types of systems

Design for testability: design Al to facilitate forensic analysis

Validation of training data and robustness to training data: handle errors in “ground truth”.

NEW YORK TIMES BESTSELLER
THE

BLACK SWAN

i

he lmpact of the
HICHLY IMPROBABLE

Nassim Nicholas Taleb
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Points of criticism of Al

Al provides little to no insight into the ‘how’ and ‘why’ of the decisions made by
neural networks. It needs to become more explainable and interpretable to
make the technology more acceptable. (Explainable Al: XAl, Explainable ML:
XML) https://en.wikipedia.org/wiki/Explainable_atrtificial_intelligence. Al’s
ACHILLES’ HEEL: AMBIGUITY, 22 MAY 2019, SPECTRUM.IEEE.ORG, p. 22

Al needs of big data for specific applications

How to make DL work well for applications where little or only weakly
annotated data is available,

Caveats: as Model-Driven approach, present Al systems don’t reason at the
counterfactual level (If I had not taken an aspirin, would my headache have
gone away?). They make decisions based on association unlike humans who
can also make decisions based on counterfactual reasoning.

Correlation is not to be confused with causality (or cause and effect).
Firefighter and fire: firefighter near the fire - it does not mean that it is the
fireman who produced the fire!

Learnability can be undecidable, Nature Machine Intelligence, 07 January
2019. Machine Learning comes up against unsolvable problem. Researchers
run into a logical paradox discovered by famed logician, mathematician and
philosopher KURT GODEL.

Book Review REFLECTION

CHUAAL NERENCE I STTBTICH AN ATTENPT K1 (b o) il sser oo Farine

ithe effect), where the  SELER E§ et
R N e, Bk in olbatotod 10 T e, kaly
a0 et pliemire il & diimct bonicr Vol el i peed. e Pl B the alins Jurin Eroutherkic

sezond. Ranlify i thestale

1
tal, st Sl b commints e Dr. Limescn D. af thines aa thev achisliy

A., Farina, “Causal Inference in Statistics. An attempt at some reflection.”
ISIF Perspectives On Information Fusion, vol. 3, 2020, pp. 36-39.
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Risks associated to Al

Mary Wollstonecraft Shelley (1797 — 1851)

0 Resist the temptation to pursue projects simply because they are beautiful

U Technologists do best when they solve problems of value to people and the

or too cool to resist.

planet.

FRANKENSTEIN ;

on,

THE MODERN PROMETHELUS.

—
IN THREE VOLUMES
———

Did T request thee, Maker, from my clay

To mould me wan ! Did 1 solicit thee

Frow darkoess to promole me }—o
Paraone Lowt.

VOL. L

Lonton :
PRINTED MR

LACKING FON, HUGHES, HARDING, MAVON, & JONES,
FINSRURY SQUARE,

1818.

U0 Engineers should act as if creation is a shared responsibility,

because their knowledge at least partly comes from others and the

effects of their work inevitably extend further than themselves.

SFPECTRAL LIHES_

What Frankensten Can Teach Engineers

Designing technology with the bestintentions
can still lead todisastar

Jena designer of smartphone cses made a Frankersbein
Morsier model for the Samsimg Gal sy Mote 7, the companmy
werily presaged the fate of what has become the mest noior-

the source of. Ijuries be case of apenchantfor burs:-
Ing inio flames, the Calaxy 7 deserves o bestudied by =ng-

rieers for lessons about responsible practice.
samsung discontimued the phone in October 2015 and -

atleast publicly-has never given a comprehensive explanation as
whiythe doomed phione prodices so many infemios. The mystery

s a reminder that fallure has much to teach engineers—and so
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Ethics and Culture as pillars and core values

Yeature Article: W01 e 10/D/WES 202 IBEH4

On Digital Ethics for Artificial Intelligence and

Information Fusion in the Defense Domain

Wolfgang Koch ®, Fraunhofer FKIE, Wachtherg 53343, Germany

Al-based Defense Systems - How to Design

them Responsibly? HEINRICH BOLL STIFTUNG

In order to protect their common heritage of culture, personal freedom
and the rule of law in an increasingly fragile world, democracies must be able "to
fight at machine speed” if necessary. For this reason, digitization in defense
cannot not be confined to logistics, maintenance, intelligence, surveillance, and
reconnaissance, but must equally enable responsible weapons engagement.

30 December 2021 by Wolfgang Koch https://il.boell.org/en/2021/12/24/ai-based-defense-systems-how-design-them-responsibly
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Way Ahead

Microtubules and Consciousness
News

Quantum physics

A guantum of consciousness

Experiments on tiny structures in brain cells bolster the idea that quantum effects
might explain consciousness, finds Thomas Lewton

building blocks within tubulin
in microtubules. The excitation
diffused through microtubules
far further than expected.

When Scholes and Kalra added
anaesthetic into the mix, they
also found that the unusual
microtubule behaviour was
suppressed. “The anaesthetic does
interact with the microtubules
and changes what happens. That

THE controversial idea that
quantum effects in the brain
can explain consciousness has
passed a key test. Experiments
show that anaesthetic drugs
reduce how long tiny structures
found in brain cells can sustain
suspected quantum excitations.
Because anaesthetic switches
consciousness on and off,

the results may imply that =5

-

8 | New Scientist | 23 April 2022

A recent experiment displays the connection between
microtubules and consciousness as put forward by Roger
Penrose (Nobel prize, 2020). The effect is pure quantum.

Courtesy of Marco Frasca (MBDA)

Ideas on microtubules and cognition were
put forward in our recent work (to appear).
This idea was needed to connect quantum
radar and cognitive radar.

Chapter 1
Quantum radar and cognition: looking for a
potential cross fertilization
Alfonso Farina’ Marco Frasca® and
Bhashyam B{Ifﬂﬁj

“What a piece of work is a man! How noble in reason, how infinite in faculty!
In form and moving how express and admirable! In action how like an angel, in
apprehension how like a god! The beaurv of the warld. The paragon of animals.
And vet, to me, what is this quintessence of dust?"” ( Hamlet, William Shakespeare)

1.1 Introduction

The purpose of this chapter is to try to establish a connection between cognitive radar
(being the focus of this entire book) — which is the most recent evolution of state of
the art radar — with quantum physics, quantum technology and quantum sensing
when it will be practicallv feasible.

“Next generation cognitive radar systems”, |ET
Scitech, Editors: M. Rangaswamy, Kumar Vijay
Mishra, Bhavani Shankar Mysore Ram Rao. IET
Press. To appear.
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Way Ahead Computer generated images from 1200 drones: the future is now!

Olympic Games Athletes Sports

https://olympics.com/en/video/spectacular-drone-show-impresses-again-at-closing-ceremony?uxreference=playlist
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NEW MATHEMATICS TO EXPLOIT: A TASTE ON TENSOR APPROACH AND MACHINE LEARNING.

BEYOND STANDARD MATRIX MULTIPLICATION

Automatic discovery of algorithms using MACHINE LEARNING to go beyond human intuition and outperforming
the current best human designed algorithm.

Deep reinforcement learning approach based on AlphaZero for discovering efficient and provably correct
algorithms for the multiplication of arbitrary matrices.

The “agent” AlphaTensor is trained to play a single player game where the objective is finding tensor
decomposition within a finite factor space.

In the case of 4 by 4 matrices, AlphaTensor improves on Strassen’s algorithm for the first time since its discovery
50 years ago.

AlphaTensor is built on AlphaZero, where a neural network is trained to guide a Monte Carlo Tree Search (MCTS)
planning procedure for efficient multiplication algorithms.

Article

Discovering faster matrix multiplication
algorithms with reinforcementlearning

hitps:/fdol.org101038/541586-022-05172-2
Received: 2 October 2021

Accepted: 2 August 2022
line: 5 October 2022
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® Check for updates - s itcan c
Matrix multiplication is one such primitive tas 51 oCCurTi g in many systems—from
neural networksto scientific computing routines. The au(om:mrdlsm rery of

= Google Scholar
ﬁ Alhussein Fawzi
J

Research Scientist, Google DeepMind
Verified email at google.com - Homepage

Compttter Vision ~ Signal Processing  Machine Learning

The matrix multiplication A B, is represented by a 3D tensor
Tn describing n by n matrix multiplication. T has entries [0, 1] and is of size n? by n? by n2. A
Decomposmon of T into r rank one terms:

T = Z W evPew® Where @ is the tensor product.

Algorithm 1

Trained from scratch, AlphaTensor discovers matrix

vV O /¥

[a
g Acting

VAV 4

Change of basis

\I

- T . . . /

el T Er ey ) L fr e i multiplication algorithms that are more efficient / N

the matrix product C=AB. Itis noted that R controls the number of than existing human and computer — designed . ) l

multiplications between input matrix entries. algorithms. \ Updated @Lﬁmmg E
Pargmet:tlers:{l{j’],v[r]iw{r}}fq: length-n” vectors such that The discovery of matrix multiplication algorithms - v Foliey heed Played games
_ { ir I . . . . . - u v, w N

Tnl-Er.ﬁ:fv t®wrf has far more reaching implications, as matrix ) y <—~ — e
nput: A, B: matrices of size nxn 0o . . J candom staho
Output: C=AB multiplication sits at the core of many - com stat @
(Mforr=..Rdo . Y computational tasks, such has matrix inversion, Training labels Newrsinstwork  Network input oo

U d . . . . synthetic

ghﬂj{”‘ ‘?do +ulla,2) (viby + -+ vib, 2) computing determinant and solving linear systems, domonsisbons
4 cewm++wfimg etc.
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